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ABSTRACT

Driver drowsiness severely impairs the normal operation of harvesters, leading to casualties and economic
losses. Effectively detecting driver drowsiness in harvesters remains a significant challenge. This paper
introduces a lightweight convolutional neural network that identifies driver drowsiness in harvester operators
by analyzing the driver's eyes, mouth, and head posture. The model comprises a lightweight CNN, a Long
Short-Term Memory (LSTM) network, and an attention layer, achieving high efficiency and low latency.
Experimental results demonstrate that the CNN-LSTM-Attention model effectively balances accuracy and
computational efficiency, enabling rapid and precise drowsiness detection. This approach significantly
improves safety during combine harvester operation.
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INTRODUCTION

The International Labor Office's publication “Safety and Health in Agriculture: Code of Practice”
highlights that agricultural machinery is diverse and hazardous, emphasizing that safety features must be
prioritized in equipment operation. This underscores the international consensus on prioritizing agricultural
machinery safety. Against the backdrop of highly mechanized and intensive agricultural production, driver
drowsiness resulting from prolonged, high-intensity harvesting operations has become a major safety hazard
in agricultural machinery. Combine harvesters play a pivotal role in modern agricultural production systems
(Dias et al., 2024). However, compared to automotive driving environments, their operating environments are
notably more complex and physically demanding. Particularly during peak harvest seasons, operators face
intense workloads and extended hours, making them highly susceptible to drowsiness that jeopardizes both
operational safety and quality (Indri et al., 2018). While driver drowsiness detection technology has matured
in automotive research, significant progress has also been made in the agricultural machinery sector. However,
existing studies predominantly focus on drowsiness detection for operators of general agricultural equipment
like tractors, while research on drowsiness detection for operators of more complex combine harvesters
remains relatively scarce (Zhu et al., 2016). Consequently, there exists significant innovation potential and
necessity for developing drowsiness detection models tailored to combine harvester operators (Sikander and
Anwar, 2019).

Driver drowsiness detection systems can be broadly categorized into four types: computer vision-based,
physiological feature-based, vehicle behavior-based, and hybrid-based, as shown in Figure 1. In recent years,
with the rapid advancement of deep learning technology, research focus has increasingly shifted toward non-
invasive computer vision methods that cause minimal driver distraction (Koay et al., 2022). These methods
detect drowsiness by capturing visually observable signs of drowsiness. Within this category, eye and mouth
states are commonly selected as effective feature indicators. However, combine harvester operators exhibit
significant changes in head posture during drowsiness, such as head drooping and frequent nodding.
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These changes possess a quantitative correlation with drowsiness yet are often overlooked in existing
research (Sengupta, 2024). Particularly in combine harvester operations, drivers must frequently turn their
heads to monitor crop distribution and adjust paths, resulting in significantly higher head movement angles
and frequencies compared to other driving scenarios. This leads to increased neck muscle strain and
accumulated mental drowsiness, posing higher risks of driving drowsiness during prolonged operations (Dipti.,
2025). Furthermore, the complex and harsh operating environment of harvesters, coupled with unstable
lighting conditions, often necessitates drivers wearing protective gear like sunglasses and masks. These
factors interfere with traditional facial feature capture methods based solely on eyes and mouth, reducing their
detection robustness. Therefore, this study proposes a multi-feature fusion method for detecting driver
drowsiness in combine harvesters. Building upon eye and mouth state detection, this approach integrates
head pose estimation technology. By fusing multiple facial features—including eye and mouth states alongside
head pose—it aims to enhance the generalization capability and accuracy of drowsiness detection models.
This adaptation better accommodates the complex and variable operating environment of combine harvesters,
thereby effectively safeguarding harvest quality and operational safety.

This study constructs a lightweight CNN-LTSM-Attention model. By removing redundant convolutional
layers and adding LSTM layers to capture temporal features, the model enhances computational efficiency
while maintaining satisfactory detection accuracy. Details are as follows: (1) A lightweight CNN model was
developed to detect drowsiness and alertness states in combine harvester operators; (2) This model comprises
a lightweight CNN network with two convolutional layers, an LSTM layer, and an Attention layer. The
lightweight CNN network excels at analyzing a balance between computational accuracy and computational
efficiency; (3)To validate the proposed CNN-LSTM-Attention model, performance was evaluated based on
both accuracy and efficiency. Its effectiveness is verified through comparisons with independent CNN and
LSTM networks, while model accuracy is benchmarked against mainstream deep learning networks
ResNet101 and VGG16.

The remainder of this paper is organized as follows: First, existing research on driver drowsiness is
reviewed, and the research framework, dataset, and model architecture are presented. Building upon this
foundation, optimal performance is achieved through model parameter adjustment. To validate the model’s
superiority, comparative evaluations are conducted against existing models. Finally, based on the experimental
results, an in-depth discussion is provided, key findings and conclusions are summarized, and potential future
research directions are outlined.
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Fig. 1 — Driver drowsiness detection measures

(Albadawi, Y. et al., 2024)
LITERATURE SURVEY
Physiological signals serve as objective quantitative indicators of drowsiness, offering advantages of
real-time monitoring and non-invasiveness (Ren et al., 2023). Current research on physiological signals for
detecting drowsiness in combine harvester operators primarily focuses on electrocardiogram (ECG) signals
and surface electromyography (sSEMG) signals.
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Kong et al. (2008) introduced physiological signals into the agricultural machinery field by
comprehensively evaluating operational drowsiness using heart rate and working duration. Chen identified
correlations between tractor operator drowsiness and electromyographic signals (Chen et al., 2016). While
these studies represent significant progress, both detection methods involve invasive devices that interfere
with normal operation. Furthermore, physiological signals generate large data volumes with low computational
efficiency. Consequently, this approach is unsuitable for harvesters requiring high driving precision and limited
computational resources.

Computer vision technology detects driver drowsiness by capturing facial behavioral characteristics
(Shang et al., 2022), emerging as a core technical approach to enhancing road safety (Sun et al., 2023).
Compared to physiological signals, this method enables non-contact detection. Research focuses on feature
extraction accuracy, model generalization capability, and real-time deployment adaptability. Zhan et al.
integrated driver eye movement and head motion features to achieve a comprehensive assessment of driver
drowsiness levels (Zhang et al., 2018). The PERCLOS criterion is commonly used as a drowsiness
assessment benchmark. When integrated with mouth features, the system's fault tolerance significantly
improves, meeting real-time detection requirements (Albadawi et al., 2022). However, this approach demands
certain image clarity and driving environment stability. Accurate capture of facial key features forms the
foundation of detection (Guan, 2024). The MediaPipe framework can extract 52 numerical facial features,
including blink rate and eye-opening degree (Joshi et al., 2025). Among traditional machine learning classifiers
trained on these features, random forests achieve a test accuracy of 97%, offering optimal performance
balance between drowsiness and alertness categories. The drawback lies in the substantial computational
data volume and poor real-time capability. Deep learning models represent the core driver of performance
breakthroughs. Deep convolutional neural networks (DCNNs) demonstrate outstanding performance across
multiple datasets, achieving classification accuracies as high as 99.6%. They enable real-time classification of
video frames using OpenCV (Zaman et al., 2024). Transfer learning further enhances model efficiency. The
Xception model combined with transfer learning achieved 99.36% accuracy in driver facial image classification
(Muthuraja et al., 2024). ResNet50 achieved a validation accuracy of 95% on image datasets through transfer
learning, with a recall rate of 0.97 for drowsiness detection, effectively reducing false negatives (Joshi et al.,
2025). This demonstrates that constructing suitable drowsiness recognition models and selecting appropriate
features are crucial for enhancing the robustness and accuracy of drowsiness detection systems, with transfer
learning serving as one of the key methods for building effective models.

MATERIALS AND METHODS

To detect driver drowsiness in harvesters, this study proposes a deep learning approach integrating a
lightweight convolutional neural network (CNN), attention mechanism, and long short-term memory (LSTM)
network. The model identifies driver drowsiness by visually learning features such as eye, mouth, and head
posture, aiming to achieve high operational efficiency and classification accuracy. The research involves
several key stages: data acquisition, preprocessing, dataset segmentation, model design, training, and
performance evaluation. Figure 2 illustrates how the model detects drowsiness by learning visual features of
eye, mouth, and head posture. Furthermore, this study employs transfer learning to freeze and fine-tune two
mainstream deep learning models—VGG16 and ResNet101—and conducts model performance evaluations.
Using metrics such as accuracy, precision, recall, and F1-Score, it validates the superior performance of the
improved models.
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Fig. 2 — Drowsiness Detection System with Facial Multi-Information Fusion

Datasets

The lightweight CNN-LSTM model developed in this paper, along with the deep learning framework for
visual image detection (VGG16, RenNet50, and DenseNet), requires training and testing using a dataset
comprising full-head image features of combine harvester operators during operation. This enables more
precise expression of driver drowsiness levels.
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The dataset includes images representing the states of drowsy and alert combine harvester operators,
with experiments conducted with volunteer consent. Between 2024 and 2025, facial and head images of 22
drivers—varying in age, gender, work duration, and drowsiness levels—were collected in Shandong Province
while harvesting diverse crops. To ensure model generalization, objective factors like gender and environment
were balanced. Additionally, to mirror real-world conditions, volunteers were permitted to wear masks,
sunglasses, or regular glasses. This dataset was captured unobtrusively in authentic work environments,
avoiding psychological pressure on volunteers. The diversity of driving conditions and demographic
characteristics enhances the dataset's authenticity, improving model performance and strengthening its
applicability in real-world scenarios.

Using expert scoring to evaluate the degree of drowsiness changes over time in 22 drivers, most drivers
transitioned from alertness to drowsiness within 30 minutes. After removing images of drivers who did not
exhibit drowsiness, the drowsiness states of 20 drivers within 30 minutes were recorded, as shown in Figure
3. To capture the dynamic transition of drowsiness, key segments were extracted from each video—specifically,
the phase where drivers transitioned from alertness to drowsiness. During this process, computer vision
techniques converted videos into image sequences, ensuring each driver contributed an equal number of alert
and drowsy state images to the dataset to prevent model bias caused by sample imbalance. Examples of alert
and drowsy states are clearly illustrated in Figure 4. To adapt to the models used in this study, image
dimensions were standardized by resizing each image to 224x224 pixels. Pixel values underwent
normalization to initialize network weights.

To ensure the effectiveness of model training and evaluation, the dataset was divided into training,
validation, and test subsets at an 80:10:10 ratio, following the strategy proposed by Sahu et al. (2021).
Ultimately, images from 16 drivers were selected for training, comprising 48,000 images. The validation and
test set each contained images from two drivers, comprising 6,000 images per set. The temporally partitioned
dataset facilitates model training by enabling simultaneous capture of spatial and temporal features.
Furthermore, this structured segmentation effectively prevents data overlap, mitigates overfitting, ensures
model adaptability to novel data, and enhances generalization capabilities.
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Fig. 3 — Drowsiness Level Distribution
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Fig. 4 — Image Examples from the Driver Drowsiness State Dataset
(a) Normal; (b) Drowsy - Nodding; (c) Drowsy - Yawning; (d) Drowsy - Eye Closed
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Model Construction

A lightweight CNN-LSTM-Attention model is proposed to detect driver drowsiness in harvesters in real
time. By combining CNN's spatial feature extraction capability for static images with LSTM's ability to capture
temporal relationships in image sequences, this model not only enables early drowsiness detection but also
tracks the progression of drowsiness states, thereby improving detection accuracy and reducing false alarms.
Specifically, a lightweight CNN architecture with two convolutional layers is first employed to extract key spatial
features such as eyes, mouth, and head posture from input images. These flattened spatial features serve as
input to the LSTM network. Considering the continuity of image sequences during driving and the strong
correlation between adjacent frames, the LSTM models temporal characteristics of the extracted data,
capturing feature changes over time—such as nodding accompanied by eye closure in consecutive frames.
The model incorporates an attention mechanism to enhance focus on critical spatial and temporal features
while suppressing irrelevant information. To counter overfitting, a Dropout layer follows the attention layer. The
final dense layer provides two output units for classification, as illustrated in Figure 5. This architecture reduces
redundant convolutional layers, improves computational efficiency, and simultaneously captures drowsiness
features and their temporal variations across both spatial and temporal dimensions, thereby enhancing
detection accuracy. Unlike conventional drowsiness detection for automotive driving, this model
simultaneously learns multi-source information from eye, mouth, and head posture, thereby enhancing

robustness.
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Fig. 5 — Proposed CNN-LSTM-Attention Model

Transfer Learning via popular deep learning pre-trained models

To validate the effectiveness of the proposed model, a comparative analysis was conducted in terms of
accuracy and efficiency. Regarding accuracy, comparisons were made with the popular deep learning networks
VGG16 and Resnet101 in the field of driver drowsiness detection to emphasize the precision of classification
results. Regarding efficiency, comparisons were made with standalone CNN and LSTM networks to highlight
the efficiency improvements achieved through model fusion. Training networks from scratch consumes
enormous time and resources. Transfer learning serves as one approach to address this challenge,
representing a collection of techniques rather than a single strategy (Atila, 2021). This process primarily relies
on two steps: feature extraction and fine-tuning. The former utilizes certain pre-trained network weights to
handle different problems, while the latter requires adjusting specific layers of the model to meet the unique
demands of the new task.

162



Vol. 77 No. 3/ 2025 INMATEH - Agricultural Engineering

The VGG16 model, developed by the Visual Geometry Group at the University of Oxford, stands as a
classic among convolutional neural networks. Its structure is simple yet deep, delivering outstanding
recognition performance (Tan et al., 2024) and finding widespread application in computer vision recognition
(Mahmoud and Ahmed, 2024). Its primary characteristic lies in capturing multi-scale features from images,
leading to superior learning outcomes (Yuan et al., 2020). The ResNet series of models effectively addresses
the vanishing gradient and exploding gradient issues encountered during training of deep neural networks by
introducing “residual blocks,” thereby learning more complex and abstract feature representations (Su et al.,
2024). The residual block architecture employs skip connections, aiding both training and feature extraction
(Sun et al., 2021). VGG16 and ResNet101 demonstrate formidable capabilities in image classification tasks
(Di et al., 2025), frequently serving as feature extractors or foundational components for transfer learning to
address domain-specific classification challenges (Zhou, 2024).

During deep learning model training, parameter tuning is crucial for optimizing model performance and
training efficiency (Alameen., Alhothal., 2023). In this study, all pre-trained models were trained with a learning
rate of 0.001, and the ADAM optimizer was selected to accelerate model convergence and enhance training
stability (Gautam T., 2025). The output layer employs the Sigmoid function for binary classification tasks. For
the proposed novel drowsiness detection model, the study initially adopted classical universal parameter
settings from deep learning as the baseline (Joshi et al., 2025). After multiple iterative training rounds, targeted
parameter adjustments yielded the optimal parameter combination, as shown in Table 1.

Table 1
Different hyper-parameters selected in the proposed CNN model
Hyper- _— . .
Optimizer Learning rate Number of epochs Batch size Dropout
parameter
Initial =0.9, B,=0.999p; 0.001 15 32 0.25
Final =0.9, B,=0.9998, 0.0008 20 32 0.3

Performance Evaluation Metrics

Model performance is evaluated using several metrics, including accuracy, precision, recall, and F1
score. Accuracy, a widely used evaluation metric in deep learning, is typically employed to assess the overall
effectiveness of a classifier. Precision quantifies the ratio of correctly predicted positive samples to the total
expected positive samples, reflecting the model's reliability for positive classification. To balance false positives
and false negatives, recall is introduced as a judgment metric. Typically, higher model accuracy correlates with
lower recall, so the F'1 score is calculated to evaluate the balanced effectiveness of the model. To compute
these metrics, drowsiness is defined as positive and alertness as negative. Test results are categorized into
four classes: True Positives (7P, drowsy samples correctly identified as drowsy), True Negatives (TN, normal
samples correctly identified as normal), False Positives (¥'P, normal samples incorrectly predicted as drowsy),
and False Negatives (FN, drowsy samples incorrectly predicted as normal).

Calculating these metrics enables an effective and accurate assessment of the model's computational
results.

The calculation formulas are as follows:

— _ (@P4TN)
ACCHT'aCy - (TP+TN+FP+FN) "
. TP
Presion = (TP+FP) ”
Recall = —= )
TP+FN
F1— Score = 2 » TP @
(TP+FP)

Experimental software and hardware devices

To verify the superiority of the proposed model, it is essential to select an appropriate hardware-software
combination for inter-model performance comparison and practical application validation, in line with the
requirements of low power consumption, anti-interference, and real-time performance for harvesters. In this
study, the low-power NVIDIA Jetson Nano 4GB embedded development board, integrated with the harvester's
CAN bus, was adopted as the inference terminal. This setup not only meets the low-power demand of the
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harvester's on-board system but also enables signal transmission from detection results to feedback. To adapt
to variations in the harvester's working environment and enhance the anti-interference capability of the model
application, a binocular camera was used in conjunction with the OpenCV gamma correction algorithm to
capture images of the driver's head and face. The two devices are connected via USB 3.0, with a data
transmission latency of <50 ms, which satisfies the requirements of real-time monitoring. Detailed descriptions
of the software and hardware are presented in the table below:

Table 2
Hardware and Software Used
Data Acquisition Binocular Camera (1624x1240 resolution)
Ha&g‘ggre Model Training Intel Core i7-13700K CPU 32 GB RAM. NVIDIA RTX 4060 Ti GPU (8 GB VRAM)
Application NVIDIA Jetson Nano Embedded Terminal. Harvester CAN Bus Module
Deployment
Data Processin OpenCV 4.8
Software 9 P
Used
Model Development PyTorch 2.0.1+cu118

RESULTS AND DISCUSSIONS
Performance Evaluation Results

This study evaluates the effectiveness of the lightweight CNN-LTSM-Attention model in identifying driver
drowsiness in harvesters. It compares the computational efficiency and accuracy of this model against classical
deep learning models (VGG16, ResNet101) and single-structure models (standalone CNN, standalone LSTM).
To ensure a fair comparison, all models were trained using identical parameter configurations. As shown in
Figure 6, compared to VGG16 and ResNet101, the proposed model requires fewer trainable parameters and
achieves higher computational efficiency. Compared to standalone CNN and LSTM models, the proposed
model delivers more accurate computations and more reliable results.

After multiple training iterations, the results for accuracy and loss are shown in Figure 7, excluding the
standalone LSTM model with lower accuracy. ResNet101 performs well with a validation accuracy of 93.42%
and a validation loss of 0.152, but its 2.563 million trainable parameters indicate high computational load and
low efficiency. VGG16 achieved a validation accuracy of 92.15% and a loss of 0.234, slightly underperforming
ResNet101. However, its trainable parameters were reduced to 1.386 million, improving computational
efficiency at the cost of accuracy. The standalone CNN and LSTM models perform poorly compared to classical
deep learning models, exhibiting low accuracy for binary classification tasks. The proposed lightweight CNN-
LSTM-Attention model outperforms all pre-trained architectures, achieving a validation accuracy of 95.67%
and a validation loss of 0.157. Its core model contains only 328,000 trainable parameters, significantly reducing
computational resource consumption. To further evaluate model performance, metrics were calculated as
shown in Table 3. A confusion matrix (Figure 8) was plotted based on each model's metrics, providing a more

intuitive demonstration of the proposed model's superiority.
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Fig. 6 — Training Accuracy and Efficiency Combination Chart
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Table 3
Model Performance Evaluation Table
Model Class Name Precision Recall F1-score Accuracy

Drowsiness 0.9315+0.004 0.9275+0.001 0.9293+0.001

ResNet101 0.9567+0.002
Alertness 0.9371+0.002 0.9402+0.002 0.9384+0.003
Drowsiness 0.9182+0.001 0.9032+0.002 0.9102+0.001

VGG16 0.9215+0.001
Alertness 0.9251+0.002 0.9322+0.002 0.9274+0.003
Drowsiness 0.8921+0.001 0.8812+0.002 0.8862+0.003

Independent-CNN 0.8978+0.001
Alertness 0.9032+0.002 0.9002+0.001 0.9012+0.001
Drowsiness 0.8762+0.002 0.8672+0.003 0.8715+0.003

Independent-LSTM 0.8824+0.002
Alertness 0.8885+0.001 0.8901+0.002 0.8892+0.002
Drowsiness 0.9521+0.003 0.9491+0.002 0.9504+0.001

CNN-LSTM-Attention 0.9567+0.002
Alertness 0.9613+0.002 0.9642+0.001 0.9621+0.002
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Real-vehicle testing

To further validate the generalization capability and robustness of the proposed CNN-LSTM-Attention
model in real-world operational environments, field experiments with actual machinery were conducted in June
2025 during the winter wheat harvest season at the winter wheat experimental field of Shandong University of
Technology in Zibo City, Shandong Province, China. The experiment utilized a Lovol GR80 combine harvester
with a camera mounted on the driver's side front. Approval was obtained from local agricultural machinery
safety regulatory authorities, and all drivers signed informed consent forms. Figure 9 shows the front view (a)
and side view (b) of the actual vehicle experiment process. Eight combine drivers (aged 29-52, including 3
females) were recruited to complete real wheat harvesting tasks. To validate the model's robustness across
diverse conditions, test scenarios included: midday intense sunlight (80,000 lux), overcast conditions (<20,000
lux), drivers wearing masks or polarized sunglasses, and wearing hats. Each scenario was tested for 2 hours,
with driver drowsiness changes recorded using a dual-expert scoring method throughout the experiment. Eight
drivers conducted ten experimental sessions. Due to high operational intensity and prolonged continuous work,
both expert assessments and model detection indicated fatigue in every session. To prevent accidents, a
driving assistant was present during each experiment. Figure 10 displays the model's Ul interface during
drowsiness detection. The system ultimately integrates with the harvester's CAN bus to alert drivers via a
drowsiness-alert mechanism, prompting timely rest breaks. Given drowsiness's cumulative nature, each
experimental image set featured only one drowsiness baseline. Real-vehicle validation results are presented
in Table 4.

Fig.9 — Vehicle test
(a)Front View; (b)Side View
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Fig.10 — Ul Page Display Diagram

Table 4
Performance of Embedded Drowsiness Detection Model in Field Real-Vehicle Tests
Test Scenario Accuracy (%) False Alarm Rate (%) Miss Rate (%)
Noon Strong Light 93.81 3.92 2.31
Cloudy Day 94.62 3.10 2.28
Wearing a Mask 92.54 4.75 2.71
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Test Scenario Accuracy (%) False Alarm Rate (%) Miss Rate (%)
Wearing Sunglasses 94.35 3.30 2.35
Wearing a Hat 93.64 3.68 2.68
Wearing Mask + Hat 90.52 6.12 3.36
Wearing Sunglasses + Hat 90.33 6.25 3.42
CONCLUSIONS

This study addresses the challenges of complex operating environments for combine harvesters and
the difficulty of detecting driver drowsiness. It proposes a lightweight CNN-LSTM-Attention model based on
multi-feature fusion to achieve non-invasive driver drowsiness detection. This model innovatively integrates
the static spatial feature extraction capability of lightweight convolutional neural networks (CNN), the temporal
feature capture capability of long short-term memory networks (LSTM), and the attention mechanism's focused
enhancement of key fatigue features. It effectively resolves the critical challenge of balancing accuracy and
efficiency in traditional detection models.

Performance comparisons with four alternative models demonstrate significant advantages in detecting
harvester operator fatigue. The proposed method achieves a validation accuracy of 95.67%, surpassing all
other models, while requiring only 328,000 trainable parameters—far fewer than other high-accuracy models—
thus achieving superior computational efficiency. Furthermore, real-vehicle validation confirms the model's
robustness. Across diverse complex scenarios, the model maintains detection accuracy between 90.33% and
94.62%, with a false alarm rate below 6.25% and a false negative rate below 3.42%. By linking with the
harvester's dashboard via CAN bus, it provides fatigue alert feedback, effectively mitigating operational safety
risks.

This study provides a technically sound and practical solution for fatigue detection in agricultural
machinery operators, though optimization opportunities remain. Future research will focus on developing
models tailored for harvester terminals, aiming to achieve lighter model structures and faster inference speeds.
Additionally, the classification and processing workflow for fatigue detection results will be further optimized.
By designing a “tiered” early warning mechanism customized for agricultural machinery operation scenarios,
an architecture will be established where different levels of drowsiness trigger distinct alert methods.
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