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ABSTRACT

To accurately detect various kinds of locusts in real-time and make locust detection more universal, a locust
data set that contained different species of locusts was created through the Internet crawler and public dataset
IP102, and a locust target detection algorithm YOLOv7-MobileNetV3-CA was proposed in this paper. Firstly,
to reduce the size of model parameters, the backbone of YOLOvV7 was replaced by MobileNetV3, secondly, a
CA (Coordinate Attention) attention mechanism was added to further improve the detection accuracy of locusts
after feature enhancement. The experiment showed that the precision of locusts identification was 95.96%,
the recall rate was 92%, the AP was 95.74%, and the F1 was 0.92. Compared with YOLOv7, the model size
was reduced by 27%, and the AP was improved by 4.48%. Compared with YOLOv4, YOLOv4 MobileNetV3,
YOLOV5, and SSD algorithms, AP has improved by 51.16%, 26.81%, 11.9%, and 11.75%, respectively.
Experiments have shown that this algorithm performs well in detecting locusts of different scales, scenes, and
types, and can provide reference for real-time locust detection.
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INTRODUCTION

There are various types of locusts in the world, such as desert locusts, rice locusts, grass locusts, flying
locusts, and so on. Locust plague caused by large-scale locusts can cause destructive damage to agricultural,
forestry. Locust plague can even cause animal husbandry production, further cause serious economic losses
and famine due to food shortages (Kang et al, 2019). Locust plague has been the focus of agricultural pest
control all over the world. Therefore, there is an urgent need to establish a locust detection system with higher
accuracy and that can detect more types of locusts (Yu et al, 2021).

At present, the detection methods for locusts include artificial ground investigation, climate prediction,
phenological prediction, radar detection technology, GPS/GIS detection, etc. However, due to the small size
of locusts, methods that rely on manual detection methods cost highly and perform weakly in real time.
Detection relying on remote sensing satellites can only be achieved by making models from historical data,
resulting in low real-time accuracy. With the development of information technology, establishing locust
disaster detection by image processing and pattern recognition provides a new method that can improve the
efficiency of locust control.

Early locust recognition was mainly based on image processing methods. Someone used the frame
difference method to determine the motion area in the image, and then counted locusts attempting to further
extract locust information using chromaticity and morphological features (Mao et al, 2008). Some researchers
used fuzzy patterns to identify locusts (Zheng et al, 2010).
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However, the traditional image processing greatly relies on the manually designed features, the
accuracy of locust detection based on traditional image process is low due to the small size, variety and
complex growth environment of the locust. The development of deep learning and computer vision provides a
new way for automatic detection, and convolutional neural networks can better express image features
compared with traditional image processing. With high detection accuracy, the computer vision based on the
deep learning is widely used in agriculture, including intelligent harvesting (Chen et al, 2024; Yu et al, 2024;
Zhi et al, 2023; Huang et al, 2024; Wang et al, 2023; Wang et al, 2023; Matache et al, 2022), crop yield
estimation (Ma et al, 2024; Wang et al, 2024; Xu et al, 2022; He et al 2021), weed recognition (Zhao et al,
2021; Cao et al., 2023; Fan et al, 2021), animal facial recognition (Ning et al,2023; Wang et al,2023), pest and
disease detection (Zhang et al, 2023; Liu et al, 2023; Zhou et al, 2022; Mu et al, 2022; Ma et al, 2023) and
other agricultural fields. In recent years, locust detection has been successfully addressed using various deep
learning-based object detection models; for example,

Ma et al., (2022), implemented locust detection in grasslands utilizing the YOLOV5 algorithm, while Li et
al., (2021), achieved video detection of flying locusts using the SSD object detection algorithm. Bai et al.,
(2022), applied a combination of MOG2 and YOLOv4 for the detection and recognition of flying locusts.
Additionally,

Kumar et al., (2021), employed deep learning techniques for the early detection of locust populations.
However, these methods could all detect a single species or a certain growth stage of locusts.

Due to the limitations in diagnosing various locust species, the current locust detection systems cannot
be widely promoted and applied. The wide variety, small size, complex and various growth environments, and
the scale of locust images, make it difficult to collect them. To improve the locust detection accuracy, a locust
data set that contained various kinds of locusts was created by internet crawler and public dataset IP102 in
this paper. Furthermore, the data set was expanded by mosaic method. A YOLOv7-MobileNetV3-CA algorithm
was proposed to identify locusts in the dataset images. To reduce the size of the detection model, it was
replaced the backbone of YOLOv7 with MobileNetV3. Then, to further improve the detection accuracy, a
coordination attention (CA) attention mechanism was added after feature enhancement. The proposed
algorithm can further provide a new way to detect locusts.

MATERIALS AND METHODS
Locust Data Set and Its Pre-processing

The image data set created in this paper is part from the public data set IP102 (Wu et al, 2019) (crop pest
data set) and part from the Internet. After filtering and choosing, 544 valid images were finally included in the
data set, including 96 images from IP102 and 448 from the Internet. Afterwards, 84 images were expanded in
the data set with the Mosaic method. The data set included grass locusts, rice locusts, desert locusts, and
other locust species. Fig.1 shows partial images in the dataset.

a. Grass locust b. Rice locust c. Desert locust
Fig. 1 - The examples of the locust data

Images from the data set were manually labelled. The label format was XML. When creating the image
label in the dataset, the following principles were followed: (1) Annotating the entire locust target; (2) Giving
annotation with occlusion but clear visible locust (3) Not labelling locust targets with unclear targets. One
example regarding label annotation is presented in Fig.2.
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Fig. 2 - Example of the labelled image

YOLOv7-MobileNetV3-CA model
The existing convolutional neural networks based on deep learning have high detection accuracy and high

model complexity, but they can

not meet the needs of real-time detection. To further improve detection

efficiency while ensuring detection accuracy, a YOLOv7-MobileNetV3-CA model was proposed. Firstly, the
backbone of YOLOV7 was replaced with a lightweight MobileNetV3 network, and the coordination attention
was added after feature enhancement. The improved YOLOv7 MobileNetV3-CA model structure is shown in
Fig.3. The improved model not only behaves better; but also has smaller model size than the original model
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Fig. 3 - YOLOv7-MobileNetV3-CA model structure

MobileNetV3 Model

MobileNet is a kind of lightweight network model that includes MobileNetV1l (Howard et al, 2017),
MobileNetV2, and MobileNetV3. MobileNetV3 is widely used in image recognition (Mao et al, 2023; Li et al,
2023), and its overall architecture follows the design of MobileNetV2, adopting lightweight structures such as
depth wise separable convolution and residual blocks, and optimizing and upgrading modules, including
bottleneck structure, SE module, and NL module. It has performed well in tasks such as image classification,
object detection, and semantic segmentation on mobile devices. The network structure is shown in Table 1.
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Tablel
The structure of the MobileNetV3
Input Operator exp size #out SE NL S
2242x3 Conv2d - 16 - HS 2
1122x16 bneck,3*3 16 16 - RE 1
1122x16 bneck,3*3 64 24 - RE 2
562x24 bneck,3*3 72 24 - RE 1
562x24 bneck,5*5 72 40 v RE 2
282x40 bneck,5*5 120 40 v RE 1
282x40 bneck,5*5 120 40 v RE 1
282x40 bneck,3*3 240 80 - HS 2
142x80 bneck,3*3 200 80 - HS 1
142x80 bneck,3*3 184 80 - HS 1
142x80 bneck,3*3 184 80 - HS 1
142x80 bneck,3*3 480 112 \ HS 1
142x112 bneck,3*3 672 112 S HS 1
142x112 bneck,5*5 672 160 v HS 2
72x160 bneck,5*5 960 160 \ HS 1
72x160 bneck,5*5 960 160 v HS 1
72%x160 conv2d,1*1 - 960 - HS 1
72%x960 pool,7*7 - - - - 1
12x960 conv2d,1*1,NBN - 1280 - HS 1
12x1280 conv2d,1*1,NBN - k - - 1

Note: Operator represents the block structure that the feature layer will operate on, and exp size represents the number of
channels after the inverse residual structure rises within the bneck; # Out represents the number of channels in the feature layer
when inputting bneck, and SE represents whether to use SE attention mechanism; NL represents which activation function to use,
Hs represents h-swish, and RE represents Rule.

Coordination Attention

The Coordination Attention (CA) is a lightweight network attention method (Hou, et al) that can capture
channel and location information, helping to more accurately locate and identify the target of detection. It mainly
consists of two steps: coordinate information embedding and coordinate attention generation. To obtain
attention to image width and height and encode precise positional information, CA first divides the input feature
map into two directions: width and height, and performs global average pooling to obtain feature maps in both
directions, as shown in formulas (1) and (2):

Zi=a 2 x.(hi)

0sisw Q)
2'= 5 2 X W
0<i<H (2)

7 Z'Q represent the width and height of the feature maps, respectively, W and H represent the width and

height of the image, and X(i,j) represent the pixel of (i,j). Next, the feature maps in both the width and height
of the global are concatenated together. Then, they are fed into a shared convolution module with a kernel,
reducing their dimensionality to the original C/r. Then, the batch normalized feature map F; is used to obtain
a feature map f with a size of 1 x (W+H) x C/r by the sigmoid activation function, as shown in formula (3).

t=s(r{(z"2]) @

Subsequently, to obtain feature maps Fn and Fy with the same number of channels as before, the feature map
f is convolved with a 1x1 kernel according to its original height and width. Then, the attention weights gn and
gw in the width direction of the feature map are obtained by the sigmoid function, which is shown in formulas
(4) and (5).

gh :O'(Fh(f h))

g"=o(Fu(f")

(4)
(®)
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After the above calculation, the attention weights of the input feature map in the height and width
direction will be obtained. Finally, the final feature map with attention weights in the width and height will be
obtained by multiplying and weighting the original feature map, which is shown in the formula (6). The total
structure is shown in Fig.4.

Vo(in J) = (0, )% gl() x g (i)

(6)
Input
Residual CrH*W
C*H*1 | X Avg Pool | | Y Avg Pool |
J, J, C*1*W
Concat+Conv2d
l C/r*1*(W+H)
BatchNorm+Non-linear
l l C/r*l*(\N+H)
C*H*1 | Conv2d | | Conv2d | 1MW
J' split l
C*H*1 | Sigmoid | | Sigmoid |
C*1*W
Re-weight | c*H*w
Output

Fig. 4 - The structure of the CA

Model Evaluation Metrics

The locusts’ identification required consideration of detection accuracy and the real-time detection ability
of the model. Precision, Recall, F1 score, and Average Precision (AP) were chosen as evaluation metrics to
evaluate the detection accuracy. The calculations are as follows.

Precision = _TP @)
P+FP
Recall = — (8)
TP+FN
2TP

Fl-— )
2TP + FP + FN

where:

TP (True Positive): represents the number of correct predictions as positive samples.

FP (False Positive): represents the number of incorrect predictions as positive samples.

TF (False Positive): represents the number of correct predictions as negative samples.

FN (False Negative): represents the number of incorrect predictions as negative samples.

AP (Average Precision): It is calculated by computing the precision-recall curve and the area under the
curve (AUC). AP represents the average precision across all levels. Besides, model Size represents the
model complexity.

RESULTS
The model was trained on a server with a GPU model of NVIDIA GeForce RTX-3090, 4 cores CPU, 35GB
memory, Python 3.6.9 software, and a deep learning framework using Python 1.12.

The Result of the YOLOv7- MobileNetV3-CA
To verify the performance of YOLOv7-MobilenetV3-CA, 54 locustimages in the test set were tested and evaluated.
The model achieved Precision of 95.96%, Recall of 92%, AP of 95.74%, and F1 of 0.92, model size being 27.37 MB.
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Some detection examples are shown in Fig.5, showing that YOLOv7-MobilenetV3-CA performs well in locust
detection and recognition under complex conditions such as various of types, scenes, number of targets, and scales.

c. Single-objective on the land

e ) . v #
d. Multi-objective on the rock e. Single-objective on the flower f. Multi-objective and multiscale scene
Fig. 5 - The detection result of the YOLOv7-MobilenetV3-CA

Ablation Experiment Results

To further verify the effectiveness of the model, ablation experiments were conducted to demonstrate the
effectiveness of the model, comparing detection results and evaluation indicators were used to demonstrate
the effectiveness. The detection results of YOLOv7, YOLOvV7-CA, and YOLOv7-MobilenetV3 are shown in
Fig.6, and it was found that the final model YOLOv7- MobileNetV3-CA performed best on occlusion images
with various dimension scales of the locusts.

v : x

c. YOLOv7-MobileNetV3-
CA

a. YOLOv7 b. YOLOV7-CA
Fig. 6 - The detection results of the ablation experiment

¢. YOLOv7-MobileNetV3
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The evaluation indicators of the model YOLOv7, YOLOv7-CA, YOLOv7-MobileNetV3, and YOLOv7
MobileNetV3-CA are shown in Table 2. It was found that adding the CA attention mechanism to YOLOv7,
made the recall rate, precision and F1 to achieve the following values: 0.99%, 0.91%,0.01, respectively, AP
decreased by 5.98%, because the addition of the attention mechanism resulted in overfitting of the model.
After replacing the backbone network of YOLOv7 with MobileNetV3, the detection performance of the model
significantly decreased. The reason for this is that the model underwent depth wise separable convolution,
which not only greatly reduced the number of parameters but also significantly reduced the detection accuracy
of the model. Finally, by adding the CA attention mechanism, the detection accuracy of the model was greatly
improved. YOLOv7-MobileNetV3-CA has increased AP by 4.4%, recall by 18.61%, detection accuracy by
1.48%, F1 by 0.12, while the model size decreased by 27% compared to YOLOV7.

Table 2
The evaluation of ablation experiment
model AP Recall Precision F1 Model size/MB
YOLOv7 91.26% 69.35% 93.48% 0.80 37.62
YOLOv7-CA 86.24% 70.34% 94.39% 0.81 37.88
YOLOv7-MobileNetV3 65.37% 48.65% 83.08% 0.61 27.31
YOLOv7-MobileNetV3-CA 95.74 87.96% 95.96% 0.92 27.36

Comparative Experimental Results

To further validate the performance of the model YOLOv7-MobileNetV3-CA, it was compared with
YOLOvV4, YOLOv4-MobileNetV3, YOLOvV5, and SSD models. The detection results are shown in Fig.7. By
comparison, it was found that when multiple targets and occlusion exist in the image, YOLO v4 can detect the
full target area, not the single target, while YOLOV5 and YOLOv4-MobilenetV3 did not perform well. SSD could
detect some locusts, and YOLOv7-MobileNetV3-CA presented in this paper had the best detection
performance, detecting more locusts compared with other models.

b. YOLOv4-MobileNetV3 ¢. YOLO V5 d. sSb e. YOLOv7-Mobilenetv3-CA
Fig.7- The comparing detection result

- ‘8
a. YOLO v4

To objectively evaluate the performance of the model, YOLOv7-MobileNetV3-CA was compared with
YOLOv4, YOLOv4 MobileNetV3, YOLOV5, SSD, and YOLOV7, using evaluation indicators including precision,
F1, Recall, Average Precision (AP), and the model size. The results are shown in Table 3. Overall, the
YOLOv7-MobileNetV3-CA behaved best on the detection ability compared with other models. Its model size
was smaller compared with YOLOv4, YOLOvV5, SSD, and YOLOV7.

Table 3
The evaluation of the models

Model Precision F1 Recall AP Model size/MB
YOLO v4 90.48% 0.68 55.07% 73.00% 64.36
YOLO v4-MobileNetV3 80.00% 0.36 23.53% 70.01% 12.69
YOLO v5 88.57% 0.67 53.45% 83.83% 47.05
SSD 88.68% 0.82 75.81% 83.99% 26.28
YOLO v7 93.48% 0.80 69.35% 91.26% 37.62
YOLOv7-MobileNetv3-CA 95.96% 0.92 87.96% 95.74% 27.36
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CONCLUSIONS

In this paper, a locust images data set was created from the public dataset IP102 and Internet crawlers
and then images were manually labelled using Lablelimage software. Besides, an improved locust detection
algorithm YOLOv7-MobileNetV3-CA was proposed, which replaces the backbone of YOLOv7 with
MobileNetV3 to catch model features and to reduce the parameters of the model. After the features were
enhanced, a CA attention mechanism was added to improve the detection accuracy of the model. Finally, by
comparing with other target detection algorithms, the following conclusions were drawn: (1) Compared with
YOLOv7 model, the AP of the proposed model is increased by 4.48%; (2) Compared with YOLOvV7, the model
size has been reduced by 27%, achieving a lightweight model. (3) Compared with the classic object detection
algorithms YOLO v4, YOLO v4 MobilenetV3, YOLO v5, and SSD, the average detection accuracy has been
improved by 22.74%, 25.73%, 11.9%, and 11.75%, respectively, and the detection behaves best compared
with other models. (4) This model shows good detection ability for different kinds of locusts in various scenes.
Therefore, the proposed algorithm can provide a new way for locust detection.
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